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Introduction 

The impact of the recent extreme weather event was felt right across the operating area of 

DȐr Cymru (ñDCCò) with emergency command centres operating around the clock between 

28 February and 9 March. We experienced very challenging conditions, with a Meteorological 

. Office óRed Warningô issued on 1 March which led to large volumes of snowfall impacting on 

much of our operating area. Conditions were so bad that the M4 motorway in South Wales 

was closed, and many minor roads remained inaccessible a week after the óRed Warningô.  

In addition to our usual operational resources, under our emergency procedures we mobilised 

a further 700 colleagues from other parts of the business and our supply chain to support the 

incident response. Our focus was very much on protecting supplies to our main population 

centres and this ensured that 99% of connected properties did not experience any issues at 

all. However, despite the best efforts of our operational teams, four rural communities suffered 

prolonged supply interruption. In these areas, just over 6,000 properties were affected, with 

the worst being 341 with a supply loss of just over 5 days.  In some cases, for the shorter 

supply interruptions, it may have been caused by customersô own frozen supply pipes. 

We have ensured that these affected customers received a written apology and compensation 

very promptly starting on 9 March, as conditions improved. We have made approximately 14k 

payments to Household Customers since the incident.  We made the decision to pay £75 fixed 

compensation by cheque so that even where a customer account is in debit they will receive 

compensation for any interruption in supply.   

In the four worst affected areas we have also proactively contacted over 150 Business 

Customers and we are responding to compensation claims from businesses as a result of this. 

We had already issued over 4,000 ólagging kitsô free of charge over this winter period (prior to 

Storm Emma), as part of our annual óWrap Up Walesô campaign to help people protect their 

home plumbing. 

Throughout the incident we did all we could to identify vulnerable customers and we utilised a 

process to prioritise delivery of bottled water to customers in such circumstances.  More 

widely, we sought to get alternative supplies to communities where we had lost supply, 

however at the óheightô of the storm our efforts were severely hampered by inaccessible road 

conditions. 

Customer communication was a key area of focus during the incident and we also engaged 

extensively with a wide range of stakeholders. In relation to the four specific rural areas, we 

have met or spoken with respective Assembly Members and MPs and have received positive 

feedback in terms of our response and approach to customers from them. We had regular 

dialogue with Welsh Government officials throughout the incident and this included direct 

briefing with Ministers. 
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Our emergency plan was enacted in the week prior to the óRed Warningô as we took heed of 

the predicted deterioration in conditions. Following the experience of the óWinter 2010ô severe 

weather incident, we have added materially to our emergency resources, for example we have 

over 200 ó4x4ô vehicles and our own fleet of over 30 water tankers. In 2015, our Board 

approved a further Ã10m investment in additional emergency equipment from our óNot for 

Profit Return of Value Customer Dividendô funding. We have an annual winter preparation plan 

and this was reviewed at Executive level on 21 November 2017 and we carried out a 

simulation test of related procedures on 14 December 2017. These actions, plus our general 

emergency procedures formed the basis of our response to óStorm Emmaô. 

The severe weather was a significant event across the whole of our operating area and we 

expended every effort to mitigate the impact on our customers. We are extremely proud of our 

front line operational and contact centre teams, who worked around the clock to try to maintain 

or restore services to our customers, and to provide customers with the best available 

information.  However, we recognise there are some things we could have done better.  While 

we have worked to meet Ofwatôs deadline for an initial report on the impact of the severe 

weather, further work will be needed to complete our internal review and identify fully all the 

areas for future improvement.  We will ensure that the respective ólessons learntô are fully 

taken into account in enhancing our systems and processes to ensure company-wide 

resilience to deal with future emergency events.  
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Section A:  Factual details of freeze/thaw events 

1. Provide details of the impacts of events on your network / customers using the 

attached tables (please complete both sheets). We are requesting information 

from the period 14 February 2018 to 14 March 2018. Please specify on which 

dates your company considered it was managing events rather than business as 

usual (the end date should be no earlier than all customers being back on supply). 

If you consider it appropriate, you may extend the date range (eg to the start of 

February) and explain why additional dates are relevant. You may not reduce the 

date range. 

The tables have been included in the mail response requested as separate attachment 
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¶ We commissioned óMeteogroupô (Global Weather Specialists to review the 

weather experienced in our operating area and they have confirmed 

ó the period where temperatures lingered below zero in places was 

exceptional and the experienced wind chill was also exceptional. Frost 

penetrated relatively deeply below the ground and combined with the 

rapid nature of both the freeze and thaw would have resulted in unusual 

levels of ground heaveô 

 

 

Map showing depths of snow 
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3. Details of how responding to the incident impacted on your wider businessôs 

ñbusiness as usualò operations during the incident period. Where possible provide 

an indication of the scale and nature of these impacts. 

Detail of key impacts caused by the extreme weather conditions: 

3.1 The first warning of potential extreme weather was received on Saturday 24 

February and in response there was a Director led request to operational teams 

to double check that the key  points in the existing ôWinter Plansô were in place 

and up to date. This started to focus the Operational resources on the potential 

operational issues that might arise. 

3.2 Weather warnings continued throughout the week and on Thursday 1 March 2018 

a Red Warning was issued by the Meteorological Office. Prior to this, the major 

incident teams were already in place, in anticipation of a potential extreme weather 

incident. The Crisis Management Team and Gold Teams were established at our 

control centre in Linea, St Mellons Cardiff and Silver Centres at six Operational 

Depots in Wales and Herefordshire. 

3.3 From 1 March 2018 onwards, the operation teams covering Water Production and 

Distribution were working 24/7 rotas until Monday 12 March 2018; pausing all of 

the routine and planned activity to focus on maintaining supplies to customers. 

3.4 Over 1500 of our staff are based in 4 locations which each had access issues 

during the relevant period: 

¶ Nelson Treharris, Head Office ï access impossible for 3 days 

¶ Linea St Mellons Cardiff, Operations, Billing and Operational Call Centre ï 

M4 closed for a day and access on minor roads only possible by 4x4 for 4 

days 

¶ Ty Awen, Newport, Main Engineering Centre - M4 closed and access on 

minor roads only possible by 4x4 for 4 days 

¶ Glaslyn Laboratory, Newport - M4 closed and access on minor roads only 

possible by 4x4 for 4 days. Regulatory Water sampling was not possible for 

2 days due to the weather conditions across the supply area. 

3.5 The locations listed above were all in the centre of the Red Warning issued by the 

Meteorological Office. Roads in the warning area and much of the rest of Wales 

were severely affected, preventing access to treatment works, depots and offices 

and with many roads being impassable. This included closure of the M4, only the 

second time this has happened due to snow conditions. Access roads to some 

sites were still impassable one week later. During this period the Police were 

warning people not to drive. 

3.6    In terms of our sewerage network activities we moved to emergency response only 

in the South East of Wales due to inaccessible road conditions between 1 and 4 

March 2018. There were no major impacts on customers
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3.7 On Thursday 1 March we were advised by the Meteorological Office of the Red 

weather warning: 

ñAdvice Red Weather Warning: Extremely bad weather is expected. 

Red means people in the concerned areas should take action now to 

keep themselves and others safe from the impact of the weather. 

Widespread damage, travel and power disruption and risk to life is 

likely. You must avoid dangerous areas and follow the advice of the 

emergency services and local authorities.ò 

A message was sent by Peter Perry the Chief Operating Officer to ensure that the safety 

of our staff was paramount: 

óAs a result of the ongoing difficult weather conditions, we are asking that all 

colleagues in south Wales, mid Wales, south west Wales and Hereford that are 

not essential to the Gold and Silver incident management teams do not travel to 

offices and depots today. If you are in doubt as to whether you are essential to 

support this incident, please ask your line manager. Also, as previously noted, 

please do not use VPN (remote access method) unless it is absolutely essential.  

The severe weather is likely to continue today and over the weekend, so please stay 

safe, keep up to date with local weather news, and do not travel unless absolutely 

necessary.ô 

3.8 All essential movements in these areas on Thursday 1 March and Friday 2 March 

2018 and over the weekend were undertaken using trained 4x4 drivers. There was 

minimal work at these locations other than that directly associated with the incident 

over the three days, with additional colleagues working from home where possible. 

3.9 From Tuesday 26 February 2018 until Friday 9 March 2018 all non-essential 

appointments and planned work was cancelled. It was not possible to take 

regulatory samples on 2 and 3 March 2018 and the Drinking Water Inspectorate 

was informed of this. 

3.10 A large Zonal Studies programme (mains cleaning and replacement) is underway 

cleaning and replacing cast iron water mains. This work was stopped across the 

supply area on Tuesday 27 February in order to make more gangs available for 

leak repairs. This work is still on hold as the additional effort to reduce leakage 

(associated with the weather) is ongoing. 

3.11 We diverted Developer Services team members to support the call centre and 

enter data into systems regarding the incident.  Our engineering and field based 

Developer Services team members also assisted with bottled water deliveries and 

a limited amount of leakage detection in North Wales. 

3.12 During this period we managed to maintain our Developer Services function with 

minimal impact to service delivery.  The only issues encountered were a failure to 

deliver a few new water connections which would not have been possible to 

undertake in any event due to the snowfall and not being able to locate existing 

assets and customers not being ready with the private side installation.  



Page 8 

3.13 Meter readers were diverted to bottled water delivery for vulnerable customers and 

bottled water stations 

3.14 Waste water treatment and networks teams were diverted to delivering alternative 

supplies and tankering, as access to Waste Water Treatment works was not 

possible. Waste Water Compliance sampling was also cancelled/disrupted 

between 1 March 2018 and 3 March 2018 due to weather conditions as agreed 

with Natural Resource Wales and the Environment Agency. 

3.15 Teams from across the business have continued to manage the recovery and we 

will be analysing the data from the event until the end of April to get definitive 

property counts for Customer Minutes Lost (ie minutes of supply interruption) 

calculations for the period. 

3.16  Annual billing was suspended for a number of days to allow total focus on customer 

service during the severe weather. However this was subsequently returned to 

normal and is on track 

 

4. What have you judged to be the cause of the issues, particularly water supply 

interruptions, for your customers (by customer type) during this period? What factors 

were relevant? 

4.1 The impact on supplies to our customers developed in the following phases: 

¶ Initially we saw a fourfold increase in calls to the Operational Contact Centre from 

Domestic Customers, largely as a result of large numbers of service pipes freezing. 

This was seen prior to any issues on our networks and continued during the period 

from Monday 26 February to Wednesday 28 February;  

¶ Private side bursts were a major issue for both our Domestic and Business 

Customers. The supplies to a large number of Business Customers were isolated 

to protect our supplies and try to prevent or limit damage to customersô property. 

All customers affected were contacted and free assistance in completing the 

repairs was offered in the most critical areas to both Business and Domestic 

Customers, in order to preserve/maintain supplies as far as possible. 

¶ As the snow and winds arrived on Thursday 1 March, operational difficulties arose 

with for example power failure to pumping stations causing pockets of properties 

to experience interruptions to supply. This was significantly mitigated as all Water 

Treatment Works in North Wales have fixed generators. 

¶ The heavy snow and drifting made access to our treatment works sites for 

operation and breakdown maintenance very difficult or impossible for up to a week 

following the first snow. Teams manned the sites equipped for extended stays as 

most are on higher ground near our impounding reservoirs. Out of 63 operational 

sites, 6 were shut down by equipment or power failure resulting in freezing 

problems on chemical dosing lines, despite trace heating and space heaters, as 

water flows stopped. 

¶ High demands caused by bursts (both on our distribution system and customer 

side) and we understand also by some customers opening taps in an attempt to 

avoid freezing pipes, even though this is contrary to our advice on freezing pipes 

which was published on our website and via social media and used by the call 
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centre to provide advice to customers. These increased demands resulted in the 

inflow to some service reservoirs being overtaken by demand, causing reservoirs 

to empty and properties to lose supplies. This phenomenon was first observed at 

the high points of the network and then spread as the system drained. In many 

areas supplies were intermittent as the system recovered overnight then drained 

again as the demand increased in the morning. 

¶ The frost penetrated relatively deeply below the ground surface, which combined 

with the rapid nature of both the freeze and thaw resulted in unusual levels of 

ground heave causing widespread burst mains. 

¶ Significant difficulties in locating leaks in snow covered ground and using acoustic 

logging in depressurised pipes made demand reduction difficult/impossible from 2 

to 5 March 2018. 

¶ Finally high burst volumes (over 3 times the normal rate) required shut offs to repair 

the main interrupting supplies for short durations. This is normal daily activity but 

on a significantly wider scale 

 

4.2 In addition, as mentioned above (response to Question A2): 

¶ Sub zero temperatures affected our supply pipes and treatment works; 

¶ Water Temperature in distribution close to freezing point impacted on Service 

Pipes and Water treatment/distribution equipment 

¶ High Winds caused loss of mains power, access issues due to significant snow 

drifting (up to 2m deep) and fallen trees, and blocked raw water intakes; and 

¶ Impassable roads restricted our ability to safely deploy alternative (bottled) water 

supplies. 
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Section B: Planning and preparation 

1. How did your established processes for gathering intelligence and insight into the 

potential effects of forecast bad weather on your network help you to prepare for this 

event? Did they highlight any particular risks and what did you do to mitigate these? 

(eg network preparation, communications with customers, increased engineering or 

call centre resources) Did you share insights with other utilities/services?  

 

1.1 Our processes for preparing for potential severe weather events have been developed 

and improved as they are tested and lessons learnt implemented. This refinement 

process has resulted in procedures to cover all of the known risks, for example: Contact 

Centre Escalation, Leakage outbreak management, Tankering management etc  

 

Early Warning of Weather Impacts 

1.2 Early warning processes for monitoring potential weather impacts were upgraded after 

the Winter of 2010. We subscribe to the Meteorological Office 6 day Hazard Forecast 

Template and circulate this to the 364 staff [within the operational?] business 3 times 

per week.  

1.3 We also receive the following ad-hoc updates from the Meteorological Office as a 

Category 2 responder: 

¶ Severe Weather Warnings ï as and when they are issued 

¶ Weather Updates from the Meteorological Office Advisor (Civil Contingencies) ï 

during periods of severe weather 

1.4 The other services we purchase from the Meteorological Office are rainfall data that is 

made available to the business using our telemetry system, Prism: 

¶ UK Rainfall Radar (5 minute / 5km resolution)  

¶ UK Rainfall Radar (5 minute / 1km resolution)  

¶ Nowcast data feed (15 minute / 5km resolution / 6hr forecast)  

 

Publicity/information campaigns for customers 

1.5 One of the main risks during cold weather events is freezing of customersô private 

supply pipes which is the subject of a long standing and ongoing publicity/educational 

campaign aimed at all of our customers: óWrap up Walesô. Free lagging kits have been 

offered for a number of years to mitigate the impact of sub zero temperatures.  Our 

Wrap up Wales campaign starts during November and runs until March every year. 

Prior to óStorm Emmaô we issued over 4000 free kits to customers. 
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Routine winter weather checks 

1.6 Every Autumn, a check is made that we are prepared for poor weather and severe cold 

spells/snow. Papers were submitted to the November 2017 Chief Operating Officerôs 

monthly meeting of his direct reports, outlining the readiness of the Operational 

business to respond to a severe weather event. Preparations cover all aspects of 

Health and Safety, mobilising resources, maintaining operations, hiring sufficient 

additional 4x4 vehicles and securing stock levels.  This planning process has been in 

place since the Winter Freeze of 2010 and was tested for real early in December 2017 

when an Amber weather warning led to substantial snow fall across North East Wales, 

Mid Wales and Herefordshire. A full breakdown of this yearôs preparations is given 

below (response to Question B3). 

  

Immediate preparations following notification of adverse weather 

1.7 Following the first weather warning on 24 February 2018 the Chief Operating Officer 

escalated preparations with the Managing Director of Water Services in readiness for 

the potential issues caused by severe weather. Storage levels were maximised from 

this point onwards and it was agreed to suspend all non-essential work. Rotas were 

considered for all operational teams and the Incident Command structure. 

1.8 Additional leakage repair resources were placed on standby from 27 Feb 2018 utilising 

teams from our Capital Partners 

1.9  Plans were developed through our standard escalation procedures led by the Crisis 

Management Team to identify additional resources for the Contact Centre, Capital 

Engineering Teams and additional repair gangs again from our Capital Alliance. 

Additional information for customers 

1.10 An information campaign for customers was initiated, to highlight the potential for 

frozen plumbing and leading people to our website which contains written guidance 

and customer self help films. Proactive text messaging was used to send messages to 

91,000 customers during the event advising them where applicable to check for leaks 

on their pipework, or to notify them of low pressure, of loss of supply or to provide 

general updates on the restoration of their water supply. 

Collaboration with third parties 

1.11 We provided information about locally based vulnerable customers following a request 

from the Chief Constable of Blaenau Gwent Police under the ódata protection and 

sharing guidance for emergency planners and responders guidanceô following a 

declaration of  a civil emergency in that area during the incident.  

1.12 We liaised with the Local Resilience Fora as Category 2 respondents both in the period 

leading up to the incident and during the incident itself. 

1.13  Throughout the incident we were in liaison with the Highways Authority across our 

operating area and reached agreement to allow óspeedyô repair of burst pipes with them 

relaxing the notification process in some instances. 
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Particular risks and how did we mitigate them 

1.14  Learning from previous  events since the Winter of 2010  and  subsequent  incidents 

has resulted in us developing procedures to  mitigate the impact of severe weather: 

¶ Winter Preparation plans mitigate a whole range of potential operational risks for 

example chemical deliveries, checking trace heating etc (a full list is given in Section 

B 3.36) 

¶ Transporting Staff ï increase the number of 4x4 vehicles in the fleet and hiring 

additional 4x4 vehicles for key sites such as the Operational Contact Centre. 

¶ High volumes of customer calls ï to avoid calls queuing and respond to customer 

queries the Operational Contact Centre has escalation procedures which call in 

additional staff from the billing contact centre or the wider business to improve call 

handling capacity increasing resourcing levels to a peak of 218 from normal levels of 

30. 

¶ Three days of sub zero temperatures followed by a thaw results in an outbreak of 

bursts on our mains and customers service pipes and plumbing ï additional leakage 

teams to find and repair the leaks were made available from our R&M Contractors 

and Capital Alliance, rested and ready to mobilise when the cold weather finished. 

¶ Staff Resources ï these are always stretched during an incident so early preparation 

of rotas and rest periods was implemented 

¶ We have undertaken liaison with Western Power Distribution Ltd (South, mid Wales 

and Herefordshire electricity Distribution Company) to agree a programme to protect 

our water treatment works from power fluctuations. This programme targets our main 

water treatment works that have had historical problems with power dips or 

interruptions due to weather or other impacts on the local electricity networks. 

 

2. What impact, if any, did your preparation have on your ability to handle this event? 

What role did your Executive take in preparing for these severe events?  

2.1 The actions outlined in our Winter preparations each year have been subject to 

continuous improvement for a number of years. We consider that the actions mitigated 

many of the potential problems and eliminated many of the issues experienced during 

previous similar incidents. 

2.2 As set out above, every winter a check is made that we are prepared for poor weather 

and severe cold spells/snow. Papers were submitted to the November 2017 Chief 

Operating Officerôs monthly meeting for his direct reports, outlining the readiness of 

the Operational business to respond to a severe weather event. The four Directors of 

the main operational business units attend this meeting and are responsible for 

implementing the actions in their reports.  

2.3   Our preparations meant that: 

¶ Procedures were in place to respond to the event and minimise the impact on our 

customers 

¶ Sufficient resources were mobilised in our Customers Contact Centre to respond to 

customer contacts by phone or social media to keep them informed and identify 

problem areas for our Field teams. 

¶ We kept our treatment works at their maximum outputs for the duration of the incident 

period. 
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¶ We were able to mobilise additional Company and Supply Chain resources ahead of 

the weather impact 

¶ Normal and additional leakage gangs to find and fix leaks were available to mobilise 

as soon as we experienced the leakage outbreak hence minimise the impact of 

increased demands 

¶ Our full emergency Command structure was mobilised as soon as the event started 

2.4 The Managing Director of Water Services responded to the early weather warning on 

the 24 February 2018 by instigating a series of further readiness checks to reinforce 

our preparedness and check each of the points within the plan with the accountable 

Head of Service for Production and Distribution respectively, this was completed and 

fully signed off on Monday 26 February in readiness for the weather event. 

2.5 The Chief Operating Officer led the company Crisis Management Team throughout the 

incident until the 9 March 2018 and the Managing Director of Water Services headed 

the Gold Incident Command until it was closed down on 9 March 2018. 

2.6 The Executive team and the main Board of DCC was kept informed via regular email 

updates and by attending the Crisis Management team meeting and Gold Incident 

room as appropriate. The Executive team liaised closely to address specific issues- for 

example, the HR Director assisted in coordinating redeployment of colleagues and 

additional resources and arranging contact with colleagues over the weekend, the 

Managing Director of Domestic Customer Service coordinated the call centre response 

and ensured that information from the Gold and Silver incident rooms was passed on 

to colleagues handling calls as appropriate, and the Director of Communications and 

Customer Service coordinated the internal and external communications and managed 

a 24/7 communications team response. 

2.7   The Chief Executive and Chief Operating Officer also led stakeholder briefings with 

Welsh Government, Assembly Members and MPôs 

 

3. What emergency plans were in place and were they adequate to cope with the 

problems? Were those emergency plans appropriately enacted? If so, when? 

What emergency plans were in place?  

3.1 In the event of disruption to the normal supply of water by pipes, the Company's 

Emergency Response Manual (ERM) provides for management of the event to be 

reinforced and for additional resources to be mobilised to maintain the supply of 

water to customers.  The Company will give priority to maintaining a sufficient and 

wholesome supply of water by pipes; deploying additional supply or treatment 

capacity, or rezoning the distribution network as necessary, according to local 

operating instructions and procedures. 

3.2 Where the piped water supply becomes and remains insufficient or unwholesome, 

the Company will attempt to provide Alternative Water Supplies other than by 

pipes, according to Company Policies and as described in IMS procedures (EP - 

Emergency Incidents) and Local Network Plans.  The Company's Plan provides a 
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strategy for the management and resourcing of events occurring simultaneously 

in the same or other parts of the operating area.  The Company has resourced its 

Emergency Equipment stocks to support the provision of water other than by pipes 

in excess of the requirements of Advice Note 9 (edition 3 Feb 2005).  The 

Company will use best endeavours to maintain supplies to its customers, calling 

on additional resources as may be available from the Industry Mutual Aid Scheme  

3.3 Associated plans for Water Supply Services under the Security and Emergency 

Measures Direction 1998 are included in the Company's Plan.  In developing its 

emergency and contingency plans the Company has liaised over many years with 

other public bodies and services in its operating area.  The Company has also 

developed Total Loss Contingency Manuals for 32 Water Treatment Works to date 

and these are reviewed and updated following any changes. 

Generic Overview of the Company's Emergency Response Manual 

The Supply of Water by Pipes 

3.4 IMS includes procedures for all activities affecting the quality of drinking water, 

but does not make specific provision for the sufficiency of water supply.  The 

sufficiency of water supply is documented in the Company's Water Resources 

Management Plan, and a Drought Contingency Plan has also been developed.  

These are reviewed and updated on an annual basis. 

3.5 The operation of each Water Treatment Works (WTWs) is described in local Works 

Operating Manuals (WOMs) which include relevant details of: 

¶ normal and reserve sources of raw water for treatment 

¶ emergency pipe-work to bypass selected treatment processes 

¶ back-up supplies of electrical power, and connections for emergency 
generators 

¶ start-up and shut-down procedures 

3.6 All WTWs have WOMs produced to a common format and any changes to WTW 

processes and operations will be reflected in local amendments to the 

documentation which are reviewed annually.  Controlled copies of the WOMs are 

available at the WTW and with the Works Manager. 

3.7 The operation of each Service Reservoir (storing treated water available for supply 

at atmospheric pressure) is prescribed in local Service Reservoir Manuals which 

include relevant details of: 

¶ alternative inlet and outlet pipe-work arrangements 

¶ operating instructions for Decommissioning & Re-commissioning, Emergency 
shut down, and drop Tests for each site 
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¶ schematic pipe-work and treatment process at each site 

¶ emergency chlorination for disinfection 

3.8 All Service Reservoirs have manuals produced to a common format and any 

changes to reservoir processes and operations will be reflected in local 

amendments to the documentation which are reviewed annually.  Controlled 

copies of the manuals are available in each Network operations areas 

3.9 Local Network Manuals contain details of the operation of distribution networks, 

including: 

¶ the operation of trunk mains and feeder mains 

¶ provision for rezoning 

¶ supply arrangements to Essential Users 

¶ vulnerable group customers known to the Company, including home-dialysis 
patients 
 

3.10 The documentation comprises: 
 

¶ Primary Trunk Mains - Schematics and operating instructions for trunk mains 
(from WTW to service reservoir), including any Essential Users supplied directly 
from these trunk mains. 

¶ Secondary Trunk Mains- Schematics and operating instructions for feeder 
mains (from service reservoir to District Meter), including Essential Users in the 
district meter areas (DMAs) supplied. 

3.11 All Trunk Main systems have manuals produced to a common format and any 

changes to systems, processes and operations will be reflected in local 

amendments to the documentation which are reviewed annually.  Controlled 

copies of the manuals are available in each Network operations areas. 

3.12 Telephone calls from customers regarding the sufficiency or quality of piped water 

supplies are received at the Operations Activity Centre (OAC) Call Centre in 

accordance with Company procedures. 

3.13 Requirements for corrective and remedial action are passed to dispatchers at local 

depots for attention.  Advice to customers is given on the basis of information 

supplied from the local depot (or incident management centre if appropriate). 

3.14 The operational Control Room in South Wales (Linea) receives incoming 

operational real-time information from telemetry and from operations staff. 

Operations Controllers and Managers access telemetered information directly.  

The operation of Telemetry, Alarms and Control Room is prescribed in the IMS 

Procedures (PT - Telemetry). 

Incident Response & Management 
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3.15 The Company's ERM provides a generic escalation of management for a wide 

variety of emergency situations, and defines roles and responsibilities for remedial 

and recovery action. The ERM is updated annually the definitive copy being 

available on the Companyôs INFOZONE website. A limited number of controlled 

paper and electronic copies are held at the gold and silver incident centres and 

with incident managers.(see Section C Section 2.1 for an explanation of our 

command structure) 

3.16 In incidents, normal management roles are augmented or replaced by a 3-tier 

command structure: 

¶ Bronze ï Operational Management, specific functional responsibility 

¶ Silver ï Tactical Management, local operational co-ordination 

¶ Gold ï Strategic Management, high level co-ordination of the Company 
response 

¶ Crisis Management Team ï Executive Co-ordination of Major Incidents 

Lists of trained staff available at all times to carry-out these roles are maintained 

by the Company Control Room (Smart hub) 

3.17 An Inventory of Emergency Equipment under the control of the Emergency 

Planning Manager is maintained, including details of: 

¶ stocks of emergency equipment held in reserve in the Company 

¶ equipment potentially available through the Water Industry Mutual Aid Scheme  

3.18 Emergency equipment held by the Company includes: 

¶ pumps, pipes and fittings 

¶ water tanks, bowsers and road tankers 

¶ emergency bottled water stock 

¶ mobile generators 

¶ emergency communications equipment 

¶ mobile command centres 

3.19 The Company retains abstraction licences for some water resources which are not 

normally used for water supply. These resources are of two types: 

¶ standby supplies, where treatment/pumping plant is maintained at operational 
readiness for immediate use 

¶ emergency supplies, where abstraction for public water supply has been 
discontinued and plant has been removed, but which could be reinstated in 
emergency. 

Lists are maintained of these supplies, which are each under the control of the 

DCWWs Water Resources team. 
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Operational Escalation of Emergency Response 

3.20 From the onset of an incident, the Company progressively escalates the 

emergency response as necessary.  In a single incident this escalation of 

response is instinctive and follows trigger levels identified within the ERM; 

resources are mobilised as required, situation updates are concise, and the 

prioritisation of resources and responses is generally not an issue. 

3.21 In a widespread or multiple-incident scenario possibly involving both water and 

sewage services priorities and decisions would have to be made as to the 

deployment of resources, and the overall "operational status" of the Company 

would need to be assessed and described to an outside audience.  For these 

reasons, the Company's Contingency Plan introduces an Operational Escalation, 

which is incorporated into the ERM. 

Status Description 

"Normal" Sufficient and wholesome supply by pipes. 

"Category 

3 Incident" 

Sufficient and wholesome supply by pipes can be maintained 

by augmented operational resources, such that the customer 

is generally unaware of a serious problem.  Some risk of 

minor discolouration or lower pressure, and the possible 

issue of precautionary boiling advice. 

"Category 

2 Incident" 

Supply by pipes is maintained; but by use of emergency 

supplies, radical rezoning, over pumping, partial bypassing of 

treatment or other non-routine operational measures. Supply 

by pipes is at risk of insufficiency or unwholesomeness, and 

customers are advised that alternative supplies of water are 

available for their use. 

"Category 

1 Incident" 

Supply by pipes is unavailable or is unfit for use, and 

customers are reliant on alternative supplies of not less than 

10 litres per person per day. 

ñMajor 

Incidentò 

Widespread incidents across the operating area requiring 

the support of external agencies to respond and assist. 

3.22 Operational Procedures for the deployment of alternative supplies (and the 

associated issuing of advice to customers) are set out in IMS Procedures (EP ï 

Emergency Planning). 
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3.30 To assist the Priority Customer Bronze Manager an Priority Services Register of 

customers is maintained and held on the Companyôs Secure Server. The register 

is updated monthly and is accessible to the network teams. 

3.31 The Company will also provide advice to customers at the time of an event by 

leaflets and/or by loud hailing in the affected area. 

Water Supply Scenario for Contingency Planning 

3.32 The scenario for the worst possible single event has been developed in a 

confidential memorandum from Emergency Planning Manager.  Regard has been 

taken of the Company's ability to resupply the affected area from zones, service 

reservoirs or water treatment works unaffected by the single event. 

3.33 The Company recognises that multiple events occurring simultaneously increase 

the magnitude and severity of an emergency situation.  In an incident situation, 

the Company's procedures require the separated but integrated operation of the: 

Operations Activity 
Centre 

for customer communications 

Company Control Room for operations communications and real-
time operations data 

Silver Centre for local Tactical and Operational 
management and response 

Gold Centre for Strategic response and management 

Crisis Management 
Centre 

for Executive management and external 
agency support 

3.34 The Company is a founding member of the Water Industry's Mutual Aid Scheme, 

and participates fully in all its activities.  The Water UK Protocol for Supplying 

Equipment under the Mutual Aid Scheme allows water companies to benefit from 

inter-company borrowing of emergency equipment to supplement their own stocks 

during a severe incident. Any Water UK member company will provide Mutual Aid 

equipment if requested by another member unless they are simultaneously 

managing an incident of their own where such equipment is required, or where 

there is a real and credible threat of a similar incident to that company. Each Water 

UK member agrees to supply up to, but not exceeding 50% of their total 

serviceable stock of Mutual Aid equipment. 

IMS Procedures 
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3.35 The procedures for operating and maintaining supplies of piped water are set out 

in DCCôs documented Integrated Management System (IMS), which includes 

operational procedures for specific assets, installations, systems and activities. 

The scope of IMS covers the activities of ósource to tapô and also includes waste 

water and sewerage activities. The IMS was initially Certified to the ISO 9001 

Quality Management Systems by the British Standards Institute (BSI) in 2000 and 

has continued to grow and last year transitioned to the new ISO 9001 Quality and 

ISO 14001 Environmental Management System Standards, in addition to OHSAS 

18001 the Health and Safety Management and most recently ISO 55001 the 

optimised management of physical assets specification - all by our external UKAS 

accredited audit and awarding bodies. 

Winter 2017-2018 Preparations 

3.36 In accordance with our procedures the Winter Preparedness was reviewed at the 

Chief Operating Officerôs monthly meeting in November 2017. The following 

action points were agreed to be implemented by individual teams: 

Winter Preparation Plan Water Engineering and Water Distribution 17/18 

Item Area Actions 

1 Health and 
Safety  

Tool Box talks across business, Take 5, Lone working, 
Winter conditions, Vehicles- snow socks, PPE, Slips trips 
and falls, 4x4 training 

2 Strategic stock ¶ Carry out audit of Strategic Stock (North and South), 
identify  gaps and order items as required 

¶ Carry out review of the UTS fabricated fittings and 
confirm that they are marked up appropriately 

¶ Additional collars and repair clamps ordered 

¶ Procure additional stock of PN25 fittings 

¶ Check shuttering and box sections in Clydach as per 
Cefn Hirgoed incident actions 

¶ 7m Sheet pile shuttering purchased for Clydach & 
Kimnel Park 

¶ Key stock items to be transferred to Nelson as a central 
location for R&M and Capital Contract Partners 

3 Transport ¶ Winter driving bulletin reissued 

¶ 4x4 training being reviewed. Driver refresher training  
requested as required 

¶ Check 4x4 availability of standby team and hire in 
additional where shortfall identified.  

¶ Check all vehicles have wheel socks available 

4 Repair & 
Maintenance 
gangs 

¶ Review R&M gang numbers and need for further 
arrangements- Commercial discussions have started. 
We have specified a replica of last yearôs plan in terms 
of plant/ equipment etc. Resources are still under 
discussion 
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¶ Additional gangs to be provided if freeze / thaw 
conditions occur:- 

¶ Review stocks of 
o Temp Tarmac 
o Stone  
o JCBs/ plant equipment 
o Tower lights/ welfare 

¶ Authorization for Temp reinstatements to be provided 
by DCWW for holiday period when quarries are closed 

5 Leakage 
detection 
resource 

¶ Additional detection resource planned  

¶ Can cancel Distribution staff non-essential work, reduce 
appointments etc. if weather becomes problematic 

¶ Would consider buy back of leave if necessary (max 5 
days) 

6 Operational 
Control 
Centreramp up 

¶ Retail to review ramp up and training 

¶ Standby list requires review post the loss of a number 
of staff 

¶ Prepare a script for handling the following 
o Visible leaks during freezing conditions- get 

done on public highways  
o Wrap up advice for freezing pipes- campaign is 

started 

¶ Request 2/3 lagging kits per stand by inspector to be 
maintained locally 

7 Grit/ access to 
depots etc. 

¶ All ROs to check depot plans and ensure grit stocks 
adequate. 

¶ Review for new sites 

8 Lagging of 
sample lines 
and PRVs 

¶ Sample taps to be checked and vulnerable PRvs with 
the PM team 

9 Generator/ 
diesel top up 

¶ All generators topped up. Orders placed available 
transport to tow in place  

¶ Standby generators checked for fuel and ready to go 
throughout the winter period 

¶ Trace heating on thermostat controlled ï check all 
stations by end of November 

10 Christmas 
holiday cover 

¶ Review DCWW manpower plans for holiday period, 
maintain 50% minimum cover throughout December 
and Jan 

¶ Standby lists reviewed and amended. Communicate to 
all staff. 

¶ Update management standby rota  

11 Capital design/ 
engineering 
standby 

¶ Confirm standby arrangements- populate rota on 
Infozone with contact information 

¶ Confirm Waterco availability and cover for Christmas 
period 

12 Capital 
contractor 
stand by 

¶ Lewis kept on standby for  winter period 

¶ UTS  on standby  based in Wales (Christmas cover 
extended- confirm costs this will incur) 

¶ Arrangements in place for quarry stone and concrete 
via Lewis  

13 Weather 
reports 

¶ Responsibility for reviewing daily weather bulletins and 
cascading out alerts agreed 
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Water Production Winter Preparation Plan Production 2017/18 

Item Area Actions 

1 Health and 
Safety  

Stand-down day to be completed in each area on Winter 
Prep.  Stand-down day to make reference to existing TBTs: 

- Take 5  
- Lone working  
- Winter conditions  
- Vehicles 
- PPE  
- Slips trips and falls 

Winter Driving Bulletin 

2 Standby plant 
availability and 
critical spares 

All areas to review key component and equipment spares 
including availability of standby plant.  Maximise availability 
of duty standby equipment and order any spare kit by 1st 
Dec. 

3 Transport ¶ 4x4 Driver training to be requested as required 

¶ Arrange for any required hire of 4 x 4 (balance 
requirement with budget impact) 

4 Additional 
resources 

¶ Review internal resource availability and any gaps that 
need supporting by other internal teams, e.g. Capital, 
Statutory Maintenance, Telemetry, Comms (BT) etc. 
any reinforcement from Agency, BIS or Contractor 
support, SIs. 

¶ Any other plant or equipment to be purchased or hired. 

5 Resource 
availability for 
standby cover 

¶ Identify management and front line standby cover from 
1st Dec to 2nd week in January ï save on S Drive. 

¶ Ensure any outstanding leave does not stack up until 
year end but spread through autumn. 

¶ Identify who is in work, available, contactable, and not 
available. 

¶ Identify second line standby arrangements where 
necessary.  Complete the Christmas Availability 
Tracker 

6 Grit and salt 
stocks/ access 
to WTWs etc. 

Ensure all Gritters serviceable and appropriately located for 
rapid deployment. 

7 Generator/ 
diesel top up 

¶ All generators maintained, service and topped up. 
Orders placed for any additional kit and availability of 
transport to tow in place  

¶ Standby generators checked for fuel and ready to go 
throughout the winter period. 

¶ Heating oil orders in advance and topped up. 

8 Chemical 
stocks 

¶ Ensure chemical stocks are maximised for holiday 
period and be prepared for increasing stocks ahead of 
any forecasted adverse weather period. 

¶ Identify any tanks that need cleaning or maintenance 
work to ensure max capacity is available well ahead of 
winter period (before December!) 

¶ Identify any pinch points or temp shortage of capacity 
due to asset or maintenance issues and have 
contingency plans available, temp storage tanks, 
tankers etc.  



 

Page 24 

9 Capital design/ 
engineering / 
ATC and 
System 
Integrators 
standby 
 
Procurement 
support 

¶ Confirm standby arrangements for various teams and 
share with wider team. 

 
 
 
 
 

¶ Confirm availability of Procurement support over 
Dec/Jan for support with any bespoke orders, STAs, 
Chemical orders, other plant and equipment 

10 Weather 
reports 

¶ Responsibility for reviewing daily weather bulletins and 
cascading out alerts 

¶ Long range forecasts to be reviewed 

¶ Review with Control escalation processes 
 

11 WTWs asset 
resilience 

All areas to critically review the post 2010/11 asset 
resilience actions. Ensure all actions have been 
completed or where further work necessary that this is 
completed or have mitigation measures in place. Any 
major capital works o/s to be highlighted to AJH 

12 Trace heating/ 
lagging and 
temp heaters 

¶ Confirm that all lagging/trace heating installed is 
operational and intact.  . 

¶ Identify where additional space heating may be 
required and arrange purchase or hire ahead of any 
forecasted adverse weather. 

¶ MEI to advise on any at risk sites in distribution! 

13 Welfare Ensure contingency welfare arrangements in place for high 
risk locations where sudden adverse weather could result 
in temporary isolation, e.g. Alwen WTWs, Strata Florida 
WTWs. 

14 Communicatio
ns with 
Distribution 

¶ Production plans to be reviewed on weekly basis taking 
account of any potential adverse weather forecast 
ensuring Production and Distribution are fully briefed of 
any asset or demand issues. 

¶ Identify any SRVs out of service or other works in 
distribution that may affect production. 

¶ Use the summer demand action triggers for any SRV 
depletion and communicate any potential issues well in 
advance between Prod/Dist 

15 Limitations in 
asset capacity 

¶ Identify any raw water, WTWs or supply capacity 
limitations due to known asset limitations that are likely 
to remain over winter period or be affected by severe 
weather.   

¶ Mitigation measures needed for dealing with high 
demands. 

¶ Any intake protection or mitigation work? 

16 Check 
availability of 
additional 
mobile Poly 
plants 

Identify sites at risk of cold water affecting coagulation.  
Identify availability of Poly plants and purchase/hire in 
where necessary. 
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17 Suspension of 
non-urgent 
planned work 

Aim to ramp down planned outages from 1st Dec and no 
intrusive works from w/c 11th Dec (N.B. this is assessed on 
case by case basis) 

18 Disinfection 
turbidity risks 

Ensure all WTWs run to waste procedures have been 
reviewed. Identify and arrange any temporary plant such as 
pumps, generators, and pipework are established on site.   

19 Site by site 
plans 

All PMs to review specific site access plans and 
contingencies. 

20 Chemical 
supplier 
resilience 

Check up on Supplier preparations and contingencies to 
ensure supplies are maintained in all weather conditions.   

 

Operational Services Severe Weather Preparation 

Item Area Actions 

1 Smart Hub 
 

¶ Smart Hub Ramp Up Plan ï Tested, with all objectives 
met, during Exercise Snowdrop. 

¶ Smart Hub DR Facility available 24/7 @ Nelson ï for 
DR and/or Ramp Up. Full capability for up to 5 Smart 
Hub Analysts, 1 manager, and 1 hot desk. 

¶ Smart Hub desking @ Clydach to support DR and/or 
Ramp Up for 2 users. Ability to manage and dispatch 
alarms, but no functionality to receive incoming calls via 
Genesys IWS. 

¶ Telemetry machines and alarm handling capability 
trained for all Silver Centres 

¶ Four mobile phones available at all times in Smart Hub 
to facilitate additional capacity for communication 
outside of corporate telephony. 

¶ Agile Response and Risk Teams rota over Christmas 
period, including additional standby. 

2 Alarm 
Handling 
 

FORCAST Utility now supressing the vast majority of wet 
weather related óunwantedô alarms ï as seen by very flat 
Alarm profile trend throughout the year: 
Ability to activate individual Wet Weather inhibits for 2788 
alarms across wastewater operations. This is increasing to 
~5000 by end of November, aligned with ongoing 
config/review of wastewater BGA alarms. 
CML pressure alarms to all be announcing to Risk Desk for 
analytics/Triage and pass out as per recently developed 
Smart Hub Process 

3 Smart Hub 
Systems 

Smart Hub Systems and Configuration standby has been 
strengthened to provide ramp up and sickness cover for the 
Smart Hub Response Team but also enhanced 
configuration support to Gold or Silver: 

o General Configuration Support 
o Summary Pages Modify/Creation 
o Schematics Modify/Creation 
o Control Pages Modify/Creation 
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o Tabular Mimic Modify/Creation 

4 Clean 
Hydraulic 
Modelling 

New Clean Modelling Standby rota to begin on 1st 
November for remote or on site support of Silver/Gold 
incicents 

5 Transport One 4x4 vehicle to support access to Linea / Nelson / 
Clydach in order to óturn overô shift staff. Smart Hub staff [ 
x5 across shift pattern] have been trained to drive a 4x4 in 
poor conditions. 

6 Emergency 
Planning and 
Logistics 
 

¶ Local Authority contacts available for snow 
clearing/gritting of access to critical DCWW sites 

¶ MACA (Military Aid to Civil Administration) arrangements 
confirmed with Army RJLO 

¶ Internal fuel stocks, DERV & Gas Oil kept topped up from 
November to March 

¶ Grit stocks replenished 

¶ 2 towable gritters available, 1 North Wales, 1 South 
Wales 

¶ Additional Grit available from multi-agency partners 

¶ Snow plough blades available for Telehandlers in North 
& South 

¶ 19 4x4s available, 15 South Wales, 4 North Wales 

¶ 2 All Terrain 4x4s available, 1 South Wales, 1 North 
Wales 

¶ 40 Mobile Generators available 

¶ Large generator fleet renewed in North Wales ï 500kVA, 
300kVA, 275kVA, & 125kVA 

¶ Discussions started with framework contractors for 
additional vehicles and drivers for the Christmas and 
New Year period. 

¶ Lighting sets available in North and South Wales 

¶ Flood Guardian, inflatable, and Water Gate, self-
erecting, flood barriers available in North and South 
Wales. 

¶ 1,200 Sandbags available 

¶ Process in place for emergency use of Waste Services 
tanker drivers if required 

¶ All alarm escalation PCs to be checked at the end of 
October. This will be the first full test since the migration 
from Scope X to Scope Prism. The Clydach PC will be 
held in the Emergency Planning Room until the Silver 
Room is completed. 

¶ Satellite phones tested 

 

Retail Severe Weather Preparation 

Item Area Actions 

1 Resourcing  

¶ Increase number of staff on weekly call advisor 
standby 

¶ Collate list of contact details for back office cover ie 
correspondence and Developer Services and ex call 
advisors 

¶ In hours back office cover correspondence teams/new 
connections 

¶ Set up Salutations for additional staff 
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¶ Review and refresh Social Media ramp up 

2 Training 

Refresher training for any back office staff and ensure 
access to systems   

3 Snow bus 

¶ Clarify 4X4 availability 

¶ Clarify driver availability 

¶ Ensure all contact details of staff are up to date 

¶ Plan staff in geographical areas ie snow bus route 

4 Dark Nights 

Comms to staff reminding them to take 5 and utilise the 
shuttle bus if required  

5 Health and 
Safety 

¶ Jon Sam to roll out slips trips falls policy 

¶ Near miss reporting and positive interventions 

¶ Liaise with facilities to ensure car park and side roads 
are gravelled  

¶ Promote careful and safe driving in bad weather 
conditions 

¶ Lone working 

6 Freeze/thaw 

¶ Review freeze thaw message for home page of web 
site 

¶ Ensure we can put alert message on phone lines 

¶ Winter campaign to wrap up pipes 

¶ Lagging kit availability 

¶ Review process for visible leaks during freezing 
conditions 

 
Were they adequate to cope with the problems?  
 
3.37 The plans have been developed, tested and subject to continuous improvement over 

many years and are audited annually under the SEMD Guidance. The 
recommendations of the audit are implemented and a report showing our compliance 
is submitted to Welsh Government. 

 
3.38 We consider our plans are well developed and appropriate for dealing with the whole 

range of scenarios we have to mitigate under our emergency procedures. 
 
3.39 We have analysed the interruption to supply data available and correlated this with the 

delivery of alternative supplies. The data in The óSpreadsheet Appendix 1ô shows óthe 
number of properties experiencing a supply interruption at some point during the dayô 
based on our theoretical calculations and represents our best estimate before we 
undertake the full Customer Minutes Lost validation process. The chart below shows 
the properties experiencing supply interruptions by the hour. The interruptions built up 
from the morning of the 4 March to a peak overnight on the 4/5 March 2018 then falling 
through to midnight on the 6 March 2018. 
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The table below shows the number of properties who had been without water for more 

than 24 hours on any day and the amount of water we should have supplied through 

bottled water or bowsers as Alternative Supplies to meet our 10l per person per day ( 

approx. 25l per property) target. Note this doesnôt comment on the correlation between 

the actual customers interrupted and the actual location of the provision.  

 

 
 

The table highlights the difficulties in mobilising the alternative supplies due to the 

severe weather conditions. This was particularly difficult in the areas where road 

access was affected by deep snow or ice. The maximum duration of supply 

interruption was 123 hours. 

Welsh Government were kept fully briefed throughout the duration of the event. 

3.40 There is always opportunity for enhancements to systems and processes as part of 
our ongoing commitment to continuous improvement. Details of our post incident 
lessons learnt are given in section F 

Row Labels 01/03/2018 02/03/2018 03/03/2018 04/03/2018 05/03/2018 06/03/2018 07/03/2018 08/03/2018

Total Property 

deliveries of water 

required Unique Props

24-48 hrs -           139           661           4,122        4,279        2,626        144           144           12,115                     4565

48-72 hrs 23             23             250           1,176        1,176        949           124           -           3,721                       1253

72-96 hrs -           -           -           -           47             47             47             47             188                          47

96-120 hrs -           -           77             77             77             77             77             -           385                          77

120 hrs+ -           -           341           341           341           341           341           341           2,046                       341

Total Customers over 24 hrs 18,455                     6,283            

Total Water required (6l/day per property) 575           4,050        33,225      142,900    148,000    101,000    18,325      13,300      461,375           

Volume distributed copied from Table 1 840 656 3680 36711 105379 63806 29545 65235 305,852           

Note: Properties captured within the days will not have necessarily been off supply for the whole 

24 hr period that they are first captured in.  For example the 139 properties affected for between 

24-48 hours on the  2/3/18 were in Nebo district and only went off supply 16:30 in the afternoon.
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Were those emergency plans appropriately enacted? If so, when? 

3.41 Our plans were enacted in line within our emergency procedures. However we took 

additional steps beyond the Emergency Response Manual procedures in preparation 

for the predicted severe weather. 

¶ 24 February 2018 ï Chief Operating Officer and Managing Director Water Services 

invoked a review of Winter Preparation plans to double check our readiness.  

¶ 27 February 2018 ï Process to establish Silver Centres Enacted  

¶ 28 February 2108 ï Gold Command set up 

¶ 1 March 2018 ï Crisis Management Team invoked 

¶ 9 March 2018 ï Gold Command stood down 

The roles taken by each team and procedures followed are detailed in the response to 

the questions in Section C. 

4. What training have your staff had for responding to severe weather events, particularly 

freeze/thaw incidents?  

 

4.1 The strategy for training our managers is outlined in our procedure óIncident Manager 

Training EP(3) 07ô: 

It is the aim of DȐr Cymru Welsh Water to meet obligations as a Water and 

Sewerage Undertaker to ensure that all staff that may be involved during an 

emergency are adequately trained and experienced. 

To meet the requirements, Emergency Planning provides training to those that 

may have a role in managing operational incidents. 

It is DCWWs policy that all new Incident Managers will attend compulsory 

Incident Manager Introductory Training prior to actively entering the formal duty 

standby rota. Annual refresher training must also be attended by all Standby 

Incident Managers (Silver, Gold and Managing Director). 

In addition to Training Seminars, Incident Managers are required to take part 

in simulation exercises, these are organised both internally, and by external 

organisations. Exercises present participants opportunities to experience 

emergency conditions in a safe and controlled environment. 

4.2 Over 220 of our Gold, Silver and Bronze Managers have been trained in how to manage 

incidents or the Incident Response Manual since 2011. 

4.3 In addition to the normal training programme it was identified that the stress placed on 

staff during incidents was an issue. During 2017 all gold and silver incident managers 

attending a one day Resilience training course. The course was delivered by ñInsightò 

who use occupational psychologists to improve teamsô performance and individualsô 

resilience. Attendees developed an individual assessment of their resilience to high 

stress situations and produce a plan of coping mechanisms to maintaining their health 
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and wellbeing. The course utilised techniques such as Mindfulness and deep breathing, 

focused on diet and exercise during and after an event and the value of downloading 

with a friend or colleague. The training was extremely well received by all participants. 

4.4 The teams who undertake the most frequent regular exercises are the silver managers 

in Distribution who meet as an area team once a quarter (South East, West and North) 

to review any changes to procedures and learnings from incidents. This is a session run 

by the area Distribution Managers in order to ensure that others who fulfil the role out of 

hours but is not their main role are equally as well informed. 

4.5 Over 15 emergency exercises (some multi agency involving blue light services and Local 

Resilience Fora were undertaken during the year). Whilst not all of these would have 

been have been winter weather or supply failure related they would have all given 

participants the opportunity to manage a response in accordance with the Emergency 

Response Manual and prove a valuable learning experience. 

4.6 The exercises directly relevant to the recent incident were: 

Operational Contact Centre Resource Stress Test - To understand the capability 

to continue to deliver essential services at an acceptable level during a disruptive 

incident. The importance of stress testing critical business areas helps to understand 

the point at which failure is most likely to occur and identify opportunities to improve. 

Planning and preparing in advance helped increase resilience, reduce response 

times and increase likelihood of success. The Operational Contact Centre has an 

Incident Response Plan that assists the escalation process, increasing call handling 

capacities by requesting assistance from Operational Contact Centre standby 

colleagues, other areas of Retail Billing Services and ex- Operational Contact Centre 

colleagues now working elsewhere in the business. 

The table-top exercise was delivered on the 14th December 2017 and consisted of 5 

scenarios aligned with the Operational Contact Centre incident Response Plan with 

each scenario worsening over time. Stress points included, outside of normal working 

hours, weekend, Christmas Bank Holiday, Severe Weather and finally resources 

involved in a Road Traffic Collision that prevented onward travel. 

Three core customer communication disciplines were concentrated on during the 

exercise, Call Handling, Welsh Speaking and Social Media.  

Responding to a Major Water Incident ï A multi-agency exercise with Gwent and 

South Wales LRFs on 29th November to test the response to a significant loss of 

piped water supply is identified in the National Risk Register. 

4.7 The exercise considered: 
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¶ Water Undertakers Obligations 

¶ Getting the best from resources during Response and Recovery  

¶ Different methods for providing Alternative Water Supplies 

¶ Supporting Vulnerable Persons, Communities and Businesses 

¶ Alternative Water Supply Equipment Deployment 

4.8 Realistic scenarios for widespread loss of water supplies were considered and the multi-

agency response to providing alternative water for vulnerable persons, vulnerable 

establishments and domestic customers were explored. The exercise looked at the 

appropriate use of bottled water and static tanks, the vehicles and equipment required 

and establishing alternative water supply sites, establishing bottled water hubs and 

distribution points and static tank hubs. 

4.9 All of the emergency 4x4 vehicle drivers receive specialist training. 

4.10 We send selected staff to the Water UK Emergency Planning training course and attend 

awareness sessions at the Welsh Government Emergency Command Centre and 

Regional Strategic Command Centres. 

5. What did you learn from previous incident management events, including through 

working with other water companies, local / regional partners, emergency services or 

other service providers, and how is this reflected in your current processes? 

5.1 Water UK has set up a number of groups where the Water Companies can get together 

to share experiences and best practice. This includes an Emergency Planning Managers 

Group which meets twice a year and will have a presentation from a Company with a 

significant learning event eg the Cryptosporidium outbreak in United Utilities. The next 

event in October 2018 is being hosted by DCWW Welsh Water. 

5.2 The company has extensive processes for analysing previous events and implementing 

the lessons learnt. Below are 4 examples of these processes: 

¶ Lessons learnt from the Winter of 2010 

¶ Sample of asset improvements post Winter of 2010 

¶ Incident Response Manual Lessons Learnt 

¶ Water Services Lessons learnt  

All of these lessons learnt have been implemented as set out in further detail below: 

Lessons Learnt from the Winter of 2010 

5.3 A full post incident review was undertaken following the Winter Freeze of 2010, 

combined with other improvements since has resulted in considerable improvements 

in the Companies resilience:  

¶ Shallow service pipes relayed and free lagging kits issued to 12,000 customers in 

2010 and 16,000 since then including 4000 during 2017/18 for protecting their 

private supply. 

¶ Trace heating installed across all of our treatment assets impacted during the freeze 
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¶ 200+ 4x4 vehicles introduced into the fleetï probably the biggest fleet of this type in 

Wales 

¶ 30+ water tankers ï one of biggest fleets in UK plus additional support contracts in 

place 

¶ Additional mobile generators and lighting purchased 

¶ Additional overland pipe capability developed 

¶ 1900 District Meters upgraded to measure pressure and flow during 2014 

¶ 3000 pressure monitoring points installed as part of our customer minutes lost 

improvement strategy during 2017 

¶ Smart technologies implemented eg improved visibility of storage 

¶ Upgraded telemetry system 

¶ New óstate-of-the-artô telephony system from 2011 

¶ Emergency Planning and logistics team increased from 5 to 20 people since 2010 

¶ Standby rotas that can double up at short notice through use of engineering 

contractors and support functions 

¶ Resilience training for all of our 80 Gold and Silver Managers to deal with periods 

of intensive activity and stress during 2017  

¶ 6 x Pipe trailers provided to each distribution area that can deploy temporary 

overland pumps and pipes  

¶ Specialist framework in place for 24/7 fabrication of large diameter pipe and fittings.  

This in 2017 has resulted in a dedicated fabricating facility being provided in 

Newport, South Wales. 

¶ Strategic stock for pipes and fittings currently 3 times larger than it was in 2010 with 

provisions to cover every large diameter pipe we have on our raw water and 

distribution network. 

¶ New bottled water contract in place 

¶ In house capability developed for snow clearing and gritting DCWW owned access 

roads 

 

The effectiveness of the post incident improvement plans were tested with a series 

of 8 emergency exercises under the banner óExercise Whiteoutô in 2011/12 

Sample of asset improvements post Winter of 2010 

5.4 In addition to the review of processes and procedures following the Winter of 2010 a 

review was undertaken of the performance of the assets and a number of 

improvements identified and implemented. The example in Appendix 4 shows the work 

identified in Gwent with similar plans for all 6 of our Water Production areas. 

Incident Response Manual Lessons Learnt 

5.5 The Companyôs Emergency Response Manual Section 9 provides guidance to Incident 

Managers of Best Practice and Lessons Learnt identified during the post incident 

review process following previous incidents or following Emergency exercises. The 

section is included in Appendix 2. 

Water Services Post Incident Review ï Continual Learning 

5.6 As part of our aim to continuously improve performance we undertake detailed 

reviews of key incidents and events.  These generally take the form of a 
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Director led review with action plans created which are then been tracked to 

completion.  The reviews are held by the accountable Head of Distribution or 

Head of Production and presented to the Managing Director of Water 

Services. The tracking of actions from these incidents are reviewed every 6 

months at the Managing Director of Water Services team meeting, the last 

review being undertaken on the 25 October 2017.  

5.7 In Water Distribution this has resulted in 28 major incidents being reviewed 

since 2014 with a total of 256 actions identified  Almost half (46%) of the 

actions relate to long term investment requirements which are being 

progressed as risks in our Investment Management system.  

5.8 For Water Production, there have been seven incidents reviewed since 2016 

with a total of 34 actions identified.  Post incident reviews (wash-ups) are held 

for all incidents that are deemed to have had (or had the potential to have) 

significantly impacted public health, customer service, or safety.  Action plans 

are produced to provide clear improvement plans along with target delivery 

dates.  

 

 
Central Eastern Swansea 

South 

West 

North 

East 

North 

West SEWCUS  Total 

Distribution 

Incidents 

(since 2014) 7 3 11 1 4 1 1 28 

Production 

Incidents 

(since 2016) 5     2  7 

 

5.9 Actions captured during a review are classified into five categories: 

¶ Process ï procedural changes required, systems not followed 

¶ Resources ï equipment availability such as trench boxes, instrumentation, 

fittings, supply chain  

¶ Human factors ï training, awareness 

¶ Investment ï includes system betterment, resilience, failed assets 

¶ Data ï inaccurate system information, location of valves, telemetry information 

 

Action type 
Closed/ 
completed Ongoing Total 

Data 7 5 12 

Human 
Factors 26 6 32 
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Investment,  57 29 86 

Process 79 5 84 

Resources 61 15 76 

Total 230 60 290 

Benefits of the Post Incident Review  

5.10 The process of undertaking a post incident review and agreeing, documenting 

and tracking actions has resulted in a number of key areas of improvements as 

detailed below: 

1. Effective mobilisation processes ï clear channels of communication have 

been established with roles and responsibilities to be put in place when an 

incident occurs. 

2. Business wide procedural change and shared learning to ensure that 

incidents that happen in one area are not repeated elsewhere (e.g. Chemical 

Deliveries, Final Treated Water Tank improvement plans). 

3. Improved technical competency for handling more complex trunk main 

repairs has grown organically but each time we have an issue we resolve it 

and make sure it doesnôt happen next time, e.g use of flow stop in mains 

repairs. 

4. Improved mobilisation of resources, Capital, Supply Chain, Emergency 

planning (tankers) resulting a reduced impact of an event. 

5. Improved resilience through holding critical equipment and spares to reduce 

incident timelines. 

6. Documenting responses to incidents so that they become the basis for a 

shared knowledge and understanding, everyone learns. 

Continual improvements are being made with the learning from incidents 

being identified and disseminated across the business.   

5.11 If incidents are deemed as óseriousô (as per our Emergency Response Manual 

Definition) this is reviewed by the Chief Executive and presented to the Quality 

and Environment Committee of our Board as a formal Serious Incident Review. 
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¶ Daily updates to the Water Branch of the Welsh Governmentôs Water, Waste, 
Resource Efficiency and Flood Division for inclusion in the national situation report 
DEFRA ï we also joined the 2 conference  calls they convened  

¶ Daily updates were provided by the Water Quality teams to the DWI from Mon 5 
March 2018  to Thurs 8 March 2018 

¶ The joint Board of Glas Cymru and DȐr Cymru  

¶ Glas Members 

1.6 A Mutual Aid request was made on the Sunday 4th March but no equipment was 

available due to similar issues being experienced in other water companies. 

Were these processes effective during this incident? 

1.7 Overall the procedures were well implemented and proved effective. There were 

however a number of lessons learnt that are highlighted in Section F that will used to 

improve our response procedures and systems. For example: 

¶ Snow clearing by the Councils was less responsive than in previous events due to 

less resources being available and prioritisation of their own incidents where life was 

at risk. 

¶ On occasion updating the website with accurate information to inform customers of 

local issues proved difficult as the exceptional weather made it hard to understand 

the root cause of problems and hence advise customers of the likely time periods to 

restoration of supplies 

1.8 Support from 2 councils proved particularly effective: 

¶ Pembrokeshire County Council delivered bottled water in Trefin area, collecting 

water from our bottled water distribution hub at Portfield Gate, Haverfordwest.  

¶ Blaenau Gwent Council declared an emergency from 3rd March to the 5th March but 

were still able to assist us in accessing Rassau and Fitzroy SRVs which was 

instrumental in maintaining supplies to Ebbw Vale. 
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Role of your Executive in any decision making within these processes. 

1.9 The Chief Operating Officer was kept informed of liaisons with third parties and with 

the Local Resilience Fora, and sent a personal update to the joint Boards of Glas 

Cymru and DȐr Cymru on a daily basis. The Director of Communications and 

Customer Strategy was heavily involved in coordinating the internal and external 

communications and ensuring 24/7 coverage from the Communications team. The 

General Counsel advised on data protection issues arising from proposed data sharing 

in relation to customers eligible for priority services. 

1.10 The Crisis Management team met three times  a day at 9.30, 13.00 and 17.00 from the 
first day of the declared Major Incident on 1 Marc 2018 to the end of the full incident on 
9 March 2018. Their Role and duties: 

¶ Chief Operating Officer ï overall Strategy and coordination of the resources to 

manage the event 

¶ Managing Director of Water Services ï managing the Operational resources and 

representation of the Gold Command Team 

¶ Managing Director of Waste Water Services ï coordinated waste water resources 

supporting the Event 

¶ Managing Director of Household Customer Services Retail ï customer contact and 

customer compensation, Social Media and silver call 

¶ Director of Human Resources ï mobilised the support services resources of the 

business 

¶ Director of Communications and Customer Strategy ï managed all media in 

conjunction with the Crisis Management Team and Gold Team 

¶ Director of Operational Services ï  Wholesale Service Centre, Business 

Customers,  and Control 

¶ Head of Emergency Planning and Logistics ïLRF liaison and Logistics 

¶ Head of Business Information Services ï technology support  

¶ Director of Engineering ï engineering support and supply chain resourcing 

1.11 The Chief Executive joined the Crisis Management Team for discussions on key issues 
and visited staff in a number of locations to support the teams on the ground.  

1.12 The remainder of the Executive Team supported in relation to specific issues arising 
during the incident, as outlined above. 

1.13 The full Gold command structure was set up and led by the Managing Director of Water 
Services. This team managed the overall coordination of the Silver Centres and 
prioritising deployment of resources across the regions. The Managing Director of Water 
Services provided the link into the Crisis Management Team and instigated the 
additional preparations on the 24 February 2018.  Throughout the incident Gold 
Command calls with relevant Silver Centres were undertaken at 08:30, 12:00, 16:30 and 
20:00.  
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2. For this incident, please describe how your company went about deploying the 

resources required to respond to the incident. In responding, please detail the scale of 

resource deployed and from which parts of the business and/or external resources (eg 

supply chain, local / regional partners, business retailers) they were drawn. 

Deployment of Resources 

2.1 Our response was implemented in line with the emergency procedures and was 
structured as follows: 

¶ Crisis Management Team ï provide high level liaison and strategic coordination of 
Company Wide Resources 

¶ Gold ï Provide overall Management of all aspects of the incident 

¶ Silver ï Identify and correcting the causes of the incident, provide information to 
customers and restoration of services 

¶ Bronze ï provide supporting managers to the Silver Team 

2.2 The Crisis Management Team oversaw the requirement to support the Gold Incident 
response by ensuring the full support of the business resources and supply chain.  

2.3 Due to the scale of customer impact and the concern over the health, safety and 
wellbeing of our workforce we took the decision to support the regional Silver Centres 
with Leadership Team members.  Our Head of Water Assets supported the Silver Centre 
in North West Wales, our Head of Water Engineering supported our Silver Centre in 
North East Wales before moving to support our Silver Centre in South East Wales, our 
Head of Water production supported our Silver Centre in Swansea, our Head of 
Wastewater Treatment supported our Silver Centre in West Wales.  This was 
instrumental in ensuring the 24/7 centres were given direct leadership support in 
decision making where instructed from Gold Command. 

2.4 Over the course of the event 27 out of our 61 Water Treatment Works were manned for 
24 hours per day at some point. None of these works would normally be continuously 
manned. 

2.5 Locations of Silver centres ï each was manned 24/7 from the 27 February to 9 March 
2018 

Command Centre Location 

Crisis Management Team Linea Cardiff 

Gold Command Linea Cardiff 

Dedicated Comms Team Linea Cardiff 

NW Production Silver Dinas North West Wales 

NW Distribution Silver Dinas North West Wales 

NE Production Silver Kinmel Park North East Wales 

NE Distribution Silver Kinmel Park North East Wales 

Eastern Production Silver Broomy Hill Hereford 

Easter Distribution Silver Broomy Hill Hereford 

Central Production Silver Nelson Treharris 

SEWCUS Silver Nelson, Treharris 

Central Distribution Silver Nelson Treharris 

SW Production Silver Capel Dewi WTW, Carmarthenshire 
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SW Distribution Silver Glien House, Carmarthenshire 

Swansea Distribution Silver Clydach, Swansea 

Leakage and R&M Nelson Treharris 

Retail Customers Linea Cardiff 

 

2.6 During the 2, 3 and 4 of March the Silver Centre for our South East Wales area could 
not be manned due to significant snow fall and we relocated this to our Cydach Depot 
in Swansea to run 2 separate Silver Centres from the depot.The difficulties in moving 
around the business should not be underestimated and include extensive use of 4x4 
vehicles and local hotel accommodation to ensure staff were available 

2.7 Initially existing resources  were utilised and shift rotas planned out for three days in 
advance to ensure staff were given sufficient rest periods. As the scale of the issues 
developed resourcing issues were identified. Initially this was in the Customer Contact 
Centre where the escalation procedures were utilised as set out below. 

2.8 Tankering capability was increased following the Freeze of 2010 and has been further 
increased to meet Customer Minutes Lost targets. The 17 in-house HGV tanker drivers 
were supplemented by resources from the wider business, completing 45 shifts and 
existing contract resource available through framework agreements. 

2.9 As these became fully utilised a number additional companies which we have on 
standby were used to deploy additional HGV resources. 10 Companies provided drivers 
to complete 363 12 hour shifts. Prioritisation of tanker deployment across the Silver 
Centres was undertaken by the Gold team. 

2.10 Leakage repair resources were placed on standby from 27 Feb 2018 ready for the 
impact of the thaw on bursts and all non-essential work was cancelled. The large Zonal 
study pipe refurbishment programme currently being implemented was cancelled and 
additional repair gangs from these Contractors made available. 

2.11 The final phase was delivery of bottled water where resources from all parts of the 
business were deployed into the localised areas affected. Additional support was 
received from Local Authorities in relation to deployment of water in some areas. 

Scale and Source 

2.12 The normal resources deployed in Water Operations, Emergency Logistics and the 
Operational Contact Centre were supported with resources from across the business 
and supply chain. Over 700 additional people supported the response: 

¶ Operational contact centre ï the table below shows the total number of advisors 
mobilised from the additional Operational Contact Centre, other advisors 
available from the Billing Contact Centre and colleagues from the rest of the 
business. 

 

Activity Thurs 1 MarFri 2 Mar Sat 3 Mar Sun 4 MarMon 5 Mar Tues 6 MarWed 7 Mar Thurs 8 MarFri 9 Mar

Total number of OCC advisors 35 32 28 25 39 36 40 39 32

Total number of other Retail advisors 54 18 21 16 111 105 74 77 77

Total number of company wide colleagues 0 0 0 8 44 77 56 38 34

Total number of call takers 89 50 49 49 194 218 170 154 143
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The Billing contact lines were closed from Friday 2 March to Monday 5 March 
2018 to make additional resources available 

¶ Tanker drivers ï supported by HGV drivers from the Wastewater Sludge 
logistics team 

¶ Tanker Drivers ï Drivers to complete 363 12 hour shifts were hired from the 
supply chain 

¶ Capital partners ï an additional 27 repair gangs were made available from the 
pipeline Contractors. The zonal studies work cleaning and replacing water 
mains was  stopped on Tuesday 27 Feb 2018 and has still not restarted 

¶ Bottled water delivery ï over 70 volunteers from around the business were 
mobilised to deliver bottled water in various locations 

¶ 120 DCWW people from our in-house engineering team were involved in the 
response ï covering engineering solutions, setting up a repair and maintenance 
function with our pressurised pipe suppliers, manning tanker points and 
delivering bottled water 

¶ 10 employees from the Capital Engineering business were deployed on 
everything from gold and silver rotas, manning call taking and delivering bottled 
water  

¶ 23 people from the Alliance Partners supported with bottled water delivery 

¶ 10 people from the Alliance Partners supported with engineering & process 
input across our assets e.g. Tynywaun & Pontsticill  

¶ 180 personnel from our supply chain were involved in everything from diving 
operations, laying overland pipes, defrosting assets, snow clearance and 
undertaking leakage find and repair work. 

¶ 3 Divers and their support teams were utilised in the unblocking of intakes in 
the reservoirs supplying the Cwm Dulyn and Dolbenmaen Water Treatment 
Works  

¶ Our existing supplier of water Brecon Careg water was supplemented by 
Princes Gate water from Pembrokeshire 

2.13 The HR director took overall responsibility for coordinating the broader support 
resources of the business to support critical areas as the different skill sets were required 
in liaison with the Crisis Management Team.   
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24 February ï 1 March 2018 ï Preparation and Monitoring phase 

¶ Possible severe weather predicted so Winter plans checked, additional repair gangs 

made available, resource implications assessed. 

¶ Wrap up Wales messaging brought to front page of website directing customers to 

specific advice on frozen pipes 

¶ Trigger points established for Silver Centres based upon number of frozen supply 

pipe calls to the call centre 

¶ Vulnerability assessment of frozen supplied established between Call Centre and 

Silver Centres 

¶ Ensure that strategic storage was kept as full as possible leading up to the potential 

leakage/ demand issues following the thaw 

¶ Focus on maintaining treatment works outputs to maintain storage and avoid frozen 

pipes 

1 March 2018 ï Full Command Structure implemented 

¶ Red warning issued by the Met Office in the morning and first meetings of the Crisis 

Management Team, Gold and Silver teams. 

¶ Detailed preparation for travel problems, and planning for high demands and bursts 

in the thaw period. 

¶ Problems with frozen supply pipes causing significantly higher Customer Calls.  

¶ Preparation for alternative supplies through tankering, bowser and bottled water 

deployment. 

¶ Staff rotas prepared to keep teams fresh on a rolling 3 day basis 

¶ Enhanced communication, including Traditional and social media, by Executive to 

customers providing advice on frozen pipes and conserving water 

2 March 2018 ï 4 March 2018 ï Worst of Snow 

¶ Movement of staff a major issue managed by doubling the fleet of 4x4ôs for moving 

staff : most arterial routes in South East Wales, Mid Wales and Herefordshire now 

closed including the M4. 

¶ Council support requested gritting and snow plough support. Internal resources, 

JCBs etc utilised to clear trees and snow blocking access.  

¶ Significantly increased staffing levels for the Contact Centre ready for the thaw 

¶ Set up enhanced leakage monitoring 

¶ Making preparations to commission 2 standby treatment works to meet demands 

3 March 2018- 9 March 2018 - Thaw 

¶ Assessment and protection of supplies to the main population centres including 

Major Hospitals 

¶ Thaw causing high leakage and demands. 

¶ Messaging changed to reporting of leaks, checking of customer side pipework 

¶  Mobilised tankering, bottled water and bowsers where possible as road closures still 

widespread and hampered by large snow drifts 

¶  Mobilised leak find and repair effort to bring down demands with a prioritised focus. 

 
3.2 The prioritisation of the response was focussed on: 
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4.4 Despite nearly all of our treatment works being at full output for much of the event the 

total potable water storage was gradually depleted as the poor conditions continued: 
 
 

Region Deviation from 
21st Feb  to 7th 
March 

Wales -25.84% 

 

Region Deviation from 
21st Feb  to 7th 
March 

SE -21.80% 

SW -34.67% 

N -20.52% 

 

Area  Deviation from 
21st Feb  to 7th 
March 

Central -30.31% 

Gower [ Swansea ] -18.22% 

Gwent -5.5% 

Hereford -8.93% 

West -46.69% 

North West -23.00% 

North East -19.22% 

 
Change in total potable storage 

 
4.5 The majority of our treatment work proved to be extremely resilient and we managed, 

with the efforts of operational staff, to maximise our works output for an extended 
period.  
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Nos 
Pallets 

Bottle 
size 

Nos 
Bottles 

Nos 
Litres 

N Wales Stock 20 2 11040 22080 

S Wales Stock 30 2 16560 33120 

Purchased 92 0.5 158976 79488 

100 1.5 67200 100800 

110 2 60720 121440 

Total 352   314496 356928 

4.9 In addition to Tankers and bottled water 3 Pairs of 1135 litre  Static Tanks were 
deployed on the streets in Blaenau Fffestiniog and towable bowsers were deployed to, 
Letterston, Croesgoch, Caerfarchell, Solva.  

4.10 A total of nearly 25 bottle water collection points were set up at different stages across 
the areas worst affected and nearly 360k bottles of water were purchased for 
deployment 

4.11 The strategy adopted the Gold Team was: 
 

¶ Monitor frozen supply pipes and protect vulnerable customers 

¶ Initial focus on stabilising the network to main population centres and critical 
institutions (hospitals etc.) 

¶ Resources focused on regaining óstorageô ï and stemming major losses. Keeping 
the network pressurised was essential to finding leaks 

 -
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operation. Repair and Maintenance teams focussed solely on repairing leaks and by 
working in conjunction with local highway authorities, gained immediate access to the 
highways to carry out repairs. Burst water mains were completed, in most cases, in 
under 24 hours from being reported or detected and by the 9 March, Repair teams were 
working ñhand to mouthò with Detection teams with no backlog of Leakage tasks.  

4.21 Daily Leakage estimates, based on information from over 1700 flow loggers were 
analysed and produced to track the impact of the weather and increases in Leakage 
levels. Our analysis highlighted that Leakage levels peaked at 422 MLD, however, by 
the 14th March, levels had returned to those of pre Freeze-Thaw, due to the effort and 
focus of maintaining supplies and repairing leaks.  

 

(TSOS Job Outstanding, TSRL Job Released to gangs, TSCO Job Completed) 

 



 

Page 52 

 

 

Customer Acceptability Impact to Customers during Storm Emma 

4.22 During the storm we received 923 contacts from customers in relation to water quality 

issues around the region. These were predominantly discoloured water caused by high 

flow and demand for water which subsequently scoured mains; and milky water 

caused by air in the network after systems were depleted and then recharged. A 

breakdown of contacts per day is included in the table below. 

4.23 The most significant days were the 5th and 6th of March when the systems were 

recharging and we were undertaking tankering activities to replenish networks. 

  Total 01/03/2018 02/03/2018 03/03/2018 04/03/2018 05/03/2018 06/03/2018 07/03/2018 08/03/2018 09/03/2018 

Discoloured  

(Inc. Particles & Blue/ Green Water) 721 53 19 65 108 190 99 76 81 30 

Illness 17 1 0 0 2 2 2 1 5 4 

Milky / White Water 142 12 2 4 4 17 37 15 20 31 

Other 1 0 0 0 0 0 1 0 0 0 

Taste & Odour 42 2 1 2 0 8 10 7 8 4 

Total 923 68 22 71 114 217 149 99 114 69 

 

4.24 For each of the three areas we reported on during the event, North received 142 

contacts, Central and Eastern areas combined 613 and West Wales 168. 



 

Page 53 

4.25 The level of contacts over the 10 day period was over 5 times higher than we would 

normally expect to see on our networks during the winter months. 

 Total South East South West North 

Discoloured  

(Inc. Particles & Blue/ Green Water) 721 520 99 102 

Illness 17 10 3 4 

Milky / White Water 142 61 53 28 

Other 1 0 0 1 

Taste & Odour 42 22 13 7 

Total 923 613 168 142 

How did you overcome them?  

4.26 The majority of problems were caused by exceptionally high demands in local areas 

exceeding the outputs of the Water Treatment Works. These demands were caused 

by a combination of customers leaving taps running to avoid freezing, customer side 

bursts and mains bursts. 

4.27 These problems were overcome by: 

Reducing demands: 

¶ Isolating leaking customer services 

¶ Fixing Customer side leaks  

¶ Finding and fixing mains leakage 

¶ Discouraging open tap use with publicity campaigns 

¶ Rezoning to reduce demands on struggling areas 

¶ Tankering to transfer water between areas  

Maximising Water put into Supply: 

¶ Keeping works at maximum outputs by 24/7 manning 

¶ Bringing two additional treatment works into operation - recommissioning of 
Cantref (brought back online Sunday 4 March which had been off since raw 
water quality event caused by landslip in January) and Rhiwgoch (brought 
back online Tuesday 6 March which had been off for winter as per usual 
arrangements). 

¶ Resolving operational issues at Treatment Works for example divers unblocking raw 

water inlet pipework and laying temporary overland mains 
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5. Provide details of how your company identified customers in vulnerable circumstances 

before, during and after the incident. What support was offered to these customers and 

how was this delivered? 

Our Overall Approach 

5.1 We are committed to providing all of our customers with the best possible service and 

tariff to suit their individual needs. We understand that not everyoneôs situations or needs 

are the same.  

5.2 To be trusted to do the right thing is one of our core values and there are a number of 

ways that we responsibly assist customers with additional needs.   

5.3 Many of our customers have additional needs due to particular circumstances they may 

find themselves in, for example as a result of their age, physical or mental ill-health, 

disability, or financial status or an event that impacts their lives such as bereavement.  

We recognise that our customers can find themselves in a vulnerable situation at any 

point in their lives - either on a permanent or temporary basis, as a result of their 

particular circumstances at the time. Aspects of vulnerability are often linked ï for 

example, someone with a disability can find it harder to find employment and may 

therefore be subject to financial vulnerability.   Our aim is that customers in vulnerable 

circumstances receive a service that meets their requirements in a way that fully reflects 

their particular needs.  In developing our policies for customers in vulnerable customers 

we have considered Ofwatôs definition of óvulnerabilityô and developed our own definition:  

ñCustomers may be vulnerable where, because of their particular circumstances, they 

are likely to require services to be provided in a different way or at a reduced priceò 

Priority Services Scheme 

5.4 We maintain a priority services register to ensure that the way we communicate with our 

customersô meets their additional needs, and that they are given the priority and 

assistance they need in the event of an operational incident.  For example, in the event 

of an interrupted supply of water, we deliver bottled water to customers we know require 

water due to a medical condition, such as at-home dialysis.   

5.5 At the end of February 2018 we had just over 26,000 customers on our priority services 

register. A summary of the scheme is provided in Appendix 1.  

Working with others 

5.6 We engage directly with our customers wherever possible to better understand their 

needs and also work with third party organisations to gain a better understanding of the 
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needs of all of our customers and to publicise our additional and priority services as 

widely as possible. The way we work with other organisations to share data is compliant 

with the law and is appropriate to customersô interests. 

5.7 We ensure that our contractors share our commitment to providing an excellent service 

to all customers, including those in vulnerable circumstances, whilst complying with the 

law on data protection and safeguarding. 

Responding to vulnerable customers during the recent severe weather 

5.8 In line with our Priority Services Scheme, we contacted those customers registered with 

us where we were aware they were impacted by a loss of their water supply, to 

understand their current circumstances and whether they required bottled water.  We 

delivered water on request and proactively to 1320 customers at their doorsteps during 

the event. 

5.9 We are mindful that many vulnerable customers may not have registered with us and/or 

their vulnerability maybe transient ï e.g. having a new born baby, young children, 

recently discharged from hospital. To try and identify these customers our Call Advisors 

asked about vulnerability whilst talking to customers and offered to arrange for bottled 

water to be delivered where required. 

5.10 Persons that fall into this category included:  

¶ Pregnant Women  

¶ Babies and Small Children  

¶ Elderly  

¶ Mobility Impaired  

¶ Sensory Impaired  

¶ Mental/Cognitive Function Impaired  

¶ Critically Ill (at home) e.g. Home Dialysis Patients  

5.11 These calls were prioritised during the incident as we had to assess the safety of 

undertaking bottled water deliveries and potentially putting our staff at risk. All drivers 

undertaking deliveries had 4x4 vehicles for the 1st, 2nd and 3rd March 2018.  Deliveries 

were possible without 4x4 vehicles on the 4th in North and West Wales but SE Wales 

still posed a challenge in the more elevated areas, such as the Heads of the Valley, 

which was still difficult to access in parts on the 5th and 6th of March. 

5.12 Of the 1020 requests we received for assistance all were contacted by the local silver 

centres and 776 received deliveries of bottled water to their doorsteps where access 

was possible 
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5.13 In addition to individual customers, we also arranged alternative water supplies to 9 

nursing homes. Schools and colleges remained closed through the worst of this period 

and our teams ensured that all the major hospitalsô water supplies were monitored 

throughout to ensure continuity of supply.  

5.14 Bottle water collection points were also set up, 25 in total across the areas worst 

affected. 

5.15 A key part of the vulnerable customer strategy is liaison with third party organisations 

that hold information on vulnerable customers as part of their statutory duties, such as 

local authorities, hospitals etc.  

5.16 During the incident our Emergency Planning team had regular conference calls with 

Local Resilience Forums allowing them to highlight concerns and flag specific issues 

with meeting the needs of vulnerable groups. 

5.17 The most active Local Resilience Fora were Dyfed Powys and Pembrokeshire County 

Councils who assisted in the delivery of bottled water to communities and vulnerable 

customers. In Blaenau Gwent, where an emergency was declared, we provided a list 

of priority services customers to the emergency response team. 
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Section D: Communication and support 

1. How effective were your communication processes before, during and after this incident 

for each of the below: 

a. Customers? (residential and business);  

b. Customers in vulnerable circumstances and business customers for whom a 

water supply is critical (eg hospitals, schools)?; 

c. Water retail businesses?; and 

d. Wider stakeholders? (eg local authorities, other agencies, Government, Ofwat) 

 

Residential Customers  

1.1  There are two main types of contact with Residential Customers during the incident: 

 

Proactive - using Social Media, texting, website, traditional media etc to 

proactively publicise/promote advice to customers and to keep them informed 

of the latest situation throughout the event. This activity included locally 

targeted messaging using all available channels and paid for promotion where 

appropriate (eg Social Media) 

Reactive ï responding to customer contact via telephone, email, live chat, social 

media etc 

 

The overall impact and effectiveness has initially been assessed by Social Media 

Sentiment Analysis and Customer Research on trust. Whilst negative Social 

Media Sentiment increased to 15.5% of Social Media messages, 36% remained 

positive and 40% neutral. Trust, accordingly increased during this period. 

 

Business customers  

1.2 Only the largest (>50Mld per annum) of our customers are in the Retail Market although 

we use the same communication routes for all of their associated sites in our supply 

area. The Wholesale Service Centre maintained communication with the relevant 

Retailers for eligible business retail customers throughout. 

 

1.3 There were issues with two of the eligible business customers in affected areas. One 

arranged their own tankering from a designated point on an adjacent system and the 

other we deployed a tanker once our supplies in key areas had been secured.  

 

1.4 The Business Customer Team identified non eligible business customers in the 

affected areas and tried to contact 30 with 27 calls being answered to offer a contact 

point, provide support and request that they check their premises for leaks/bursts. 
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1.5 The Business Customer Team called 35 customers during the event and 148 

customers after the event to offer further support and made contact with 86. 

 

1.6 There were around 100 business and domestic customers whose supply was turned 

off: the property was either vacant or the leak so large that we deemed it unsafe to 

remain on supply and therefore emergency disconnected the supply. All these 

properties were revisited within the first 48 hrs to offer support and advice and check 

a repair had been completed before turning on the supply 

 

Water retail businesses 

 

The wholesale service desk ensured that contestable customers and their retailers were kept 

informed of the issues in the affected areas throughout the incident. 

Customers in vulnerable circumstances 

1.7 In line with our Priority Services Scheme, we contacted those customers registered 

with us where we were aware they were impacted by a loss of their water supply, to 

understand their current circumstances and whether they required bottled water.  We 

delivered water [door to door?] on request and proactively to 1320 customers during 

the event. 

 

1.8 We are mindful that many vulnerable customers may not have registered with us and/or 

their vulnerability maybe transient ï e.g. having a new born baby, young children, 

recently discharged from hospital. To try and identify these customers our Call Advisors 

asked about vulnerability whilst talking to customers and offered to arrange for bottled 

water to be delivered where required. 

 

1.9 These calls were prioritised during the incident as we had to assess the safety of 

undertaking bottled water deliveries and potentially putting our staff at risk. All drivers 

undertaking deliveries had 4x4 vehicles for the 1st, 2nd and 3rd. Deliveries were possible 

without 4x4 vehicles on the 4th in North and West Wales but SE Wales still posed a 

challenge in the more elevated areas, such as the Heads of the Valley, which was still 

difficult to access in parts on the 5th and 6th of March. 

 

1.10 Of the 1020 requests we received for assistance all were contacted by the local silver 

centres and 776 received deliveries of bottled water. 

 

1.11 In addition to individual customers, we also arranged alternative water supplies to 9 

nursing homes. Schools and colleges remained closed through the worst of this period 

and our teams ensured that all the major hospitalsô water supplies were monitored 

throughout to ensure continuity of supply.  

 

1.12 Bottle water collection points were also set up, 25 in total across the areas worst 

affected and over 110,000 bottles of water were available for collection. 
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1.13 A key part of the vulnerable customer strategy is liaison with third party organisations 

that hold information on vulnerable customers as part of their statutory duties, such as 

local authorities, hospitals etc.  

 

1.14 During the incident our Emergency Planning team had regular conference calls with 

Local Resilience Fora who had the opportunity to highlight concerns and flag specific 

issues with meeting the needs of vulnerable groups 

 

1.15 The most active LRF was the Dyfed Powys and Pembrokeshire county council who 

assisted in the delivery of bottled water to communities and vulnerable customers. In 

Blaenau Gwent where an emergency was called we provided a list of all our additional 

services customers to the emergency response team. 

Stakeholder Briefings 

1.16 We already have an extensive stakeholder engagement programme with our elected 

representatives which means that we are often in contact with Assembly Members 

(AMs), Members of Parliament (MPs), Local Authority Leaders and fellow Councillors. 

This includes arranging site visits to capital investment programmes and annual ósurgery 

daysô to help promote our services (e.g. social tariffs) and address any queries they have 

may have.  

1.17 Such ongoing and proactive engagement ensures that they have clear lines of 

communication into the company (should they have any queries) and helps strengthen 

and safeguard our reputation ï not least during any operational incidents which can 

impact on our services. The success of this approach is evidenced in our latest 

reputation tracker amongst Assembly Members (shared in January 2018) which places 

us as the most favourable organisation (from within the public and private sector in 

Wales).   

1.18 Under these circumstances, we brief our political stakeholders óearly and oftenô and so 

between1 March and 10 March, we:  

¶ Issued daily update emails to all AMs and MPs in our operational area, providing 

updates on any impact to our services and advice that could be shared with their 

constituents (based on our media messaging);  

¶ Provided more detailed updates, several times a day, to those MPs, AMs, local 

authority leaders and Ward Councillors in those communities that were worst 

affectedï providing more information on the reasons for interruptions to supplies; 

probable length of disruption  and timelines around restoration of supplies; location 

of bottled water stations; how we were helping  vulnerable customers and advance 

they could share though their own social media platforms; 

¶ Arranged that the Chief Executive and Chief Operating Officer spoke directly to these 

stakeholders (5th March) as we updated them on our recovery action plan.  This 

included Elin Jones AM (Ceredigion), Ben Lake MP (Ceredigion), Paul Davies AM 
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(Preseli Pembrokeshire), Stephen Crabb MP (Preseli Pembrokeshire), Rhun ap 

Iowerth AM (Anglesey), Liz Saville-Roberts MP (Dwyfor Meirionnydd) and several 

Ward Councillors in Ceredigion, Pembrokeshire and Anglesey local authorities.   

¶ Arranged a telephone briefing (5 March) between the Secretary of State for Wales, 

Rt Hon Alun Cairns MP and our Chief Executive and Chief Operating Officer.  

¶ Set-up a further telephone briefing (6 March) between the Welsh Governmentôs 

Cabinet Secretary for Environment & Rural Affairs, Lesley Griffith AM and our Chief 

Executive (Chris Jones) and Chief Operating Officer (Peter Perry). We also briefed 

her deputy, Hannah Blythyn AM.  We kept the Welsh Ministers updated on the 

operational challenges and our efforts to mitigate the impact of the weather on a 

regular basis 

¶ Chris Jones, Chief Executive briefed Rachel Fletcher (CEO, Ofwat) by phone and 

Claire Forbes (Director of Communications, Ofwat) was also briefed 

¶ Eifiona Williams, Head of Water Branch Welsh Government also briefed regularly 

¶ Sent daily updates to CCWater Walesô Chair (Tom Taylor) and the Chair of our 

Customer Challenge Group  (Peter Davies) and liaised with Ofwatôs Director of 

Communications (Claire Forbes). 

1.19 Such engagement was crucial in not only keeping stakeholders informed but also 

enabling us to use their social media platforms to disseminate key information as 

illustrated by the selection overleaf: 
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  Welsh Government Deputy Minister   MP for Dwyfor Meirionnydd 

 

                     MP for Ceredigion                    AM for Carmarthen East & Dinefwr  

 

    AM for Rhondda                  MP for Carmarthen East & Dinefwr  


